SCALABLE MULTICAST ROUTING FOR FUTURE INTERNET

Introduction

The recent proliferation of wireless, mobile devices highlights the need for flexible, efficient and robust support of mobility services in the future Internet. As a result, there has been renewed interest in “clean-slate" proposals which try to fundamentally address the paradigm shift towards

mobile communication. MobilityFirst is designed around the principle that mobile devices, and their associated applications, must be treated as first-class Internet citizens. There are many challenges associated with integrating wireless, mobile communication as a core element of the Internet architecture, including mobility, varying levels of connectivity, multiple network attachment points per device, and a desire for flexible, group-based routing paradigms. Current Internet protocols, such as TCP/IP,are limited in their support for these challenges as they were

built using a connection oriented model. The challenges faced by Future Internet are as follows:

· Host mobility

· Varying levels of link quality

· Varying levels of connectivity

· Multi-homing

· Context-aware routing paradigms

The approach of MobilityFirst to these challenges has the following key points

· Separation of naming and addressing:
Nodes in a network are identified by human readable name, long term globally unique GUID from a flat naming space, and a network address.Such a structured, hierarchical addressing solution allows the routing design to address host mobility, disconnections , and multi-homing issues.
· Late-Binding:
 In a case with rapid host mobility, the network can use late or repeated binding to resolve the GUID to a network address at different points along the route, to determine if the destination has changed.
· In-network storage utilization:
Taking advantage of rapidly falling memory costs, Mobilty-First utilizes the concept of generalized  storage aware routing (GSTAR), which gives routers the option to temporarily store data as a network-layer routing decision. Allowing routers the option to store also implies that transport be done in a hop-by-hop fashion.
· Conditional Routing Behaviour:
To accommodate for the wide range of network connectivity levels , we propose that the routing layer should be able to make per-hop decisions of either (1) storing the content    (2) forwarding to the next hop (3) caching and replicating the content for future use,          or (4) marking the content for opportunistic delivery in DTN scenarios.
Protocol Summary:

· 3 level hierarchy for more scalability: global GNRS to identify networks, local GNRS to identify A-nodes and A-node servers to identify destinations within a A-node
· Use of probabilistic data structures like bloom filters to compress information about destinations and put into packets so as to control overhead in packet, and keep the design scalable for groups with large no. of members
· Keep a service similar to GNRS, at local A-node level to help routing to destinations but instead of GUID  use sub-group identifiers to identify the group of destinations down a path at every split in the path.
· Sub-group identifiers help to maintain group membership additions and deletions, and also keep track of and propagate information about mobile nodes to concerned routers.
· In case of interdomain routing single packet tunneled to every destination network , where it is received by gateway router and replicated as needed and sent to destination A-nodes which deliver to destination.
Background and assumptions:

The nodes exchange link state messages as done by the GSTAR protocol for unicast data transmission.Here is an overview of the LSA’s used in GSTAR:

[image: image1.emf]
F-LSA’s (Flooded Link State Advertisements) carry time sensitive information and are transmitted only to one hop neighbours. Each F-LSA message contains the node’s current storage availability, a list of current 1-hop neighbors, and the short and long term ETTs associated with each of these 1-hop neighbors.In the diagram F-LSA’s of 1 are received by 2 & 3 only.
Disseminated-Link State Advertisements (D-LSA) carry connection probabilities between all nodes in the network.
Architecture:
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Concept of A-Node:
  An A-Node is  a normal router in a network that is selected to perform additional functionality. An A-Node or AggregationNode  is the representative of all the nodes in its area in case of multicast. An area of An A-Node is defined as the total nodes covered by the A-Node, about which it has all information   with respect to shortest path to each node , the mobility of node (I.e if the node is at its expected location or not ) and also it will know which nodes to forward to when it gets a multicast packet. An A-Node would generally represent 100 nodes around it. An AS can be split up into A-Node areas such that each area has around 100 or so nodes and each of these areas will have a unique A-Node.

   Since the GNRS is distributed as global and local GNRS the global GNRS will be designed such as only to contain the identification of the A-Nodes for every group GUID  while the local GNRS will contain a mapping of the individual member nodes that are mapped on to the group GUID. Since we are limiting the number of nodes covered by An A-Node it becomes scalable to have the local GNRS to map all the individual members of a group residing in a particular A-Node to be mapped  onto  the group GUID in the local GNRS.
Challenges:
1. Large groups: The members in a goup may be very large in number which makes it difficult to put information about all destinations in a single packet.It is not practical to just put the destination group GUID in the packet and have every receiving router to do GNRS lookup and get all the destinations.Even if we put just the destination network identifiers its not very practical since there a large number of networks in the internet.
2. Distributed destinations: Tunneling packets helps to reduce traffic when destinations are concentrated in particular networks. But when they are distributed over distant networks there is no option other than to send individual packets to every network.

3. Mobility: Nodes move continuously from one network to another. Wherever it goes and connects the routers must know what groups is it subscribed to and authorized to receive packets from. Also a node might have actually moved to a new network , or just temporarily disconnected from its original location, and this is difficult to predict.
4. Group membership changes: This problem is very similar to mobility.When a member leaves routers should stop delivering packets to it and when  a new member joins routers must start delivering packets to it.There must be an efficient method to keep a centralised 
record of existing members and also that of requests to leave or join and a scalable method to convey this information to the concerned routers.
5. Security: Security and trust are always main issues in group communication.There must be methods to authenticate users and allows only legitimate subscribers to join groups, and there must be ways to ensure only subscribers and no one else get the packets for that group.

Problem with the idea of sub-groups:
 Related Work:
The initial idea was to form sub-groups with new sub-group id’s at every split. The sub-groups would be designed to be hierarchial, each being an extension of the original group. Eg we would make subgroups 1.1 and 1.2 for group 1. Then 1.1 can have 1.1.1 and 1.1.2 and so on..At every split in path a router would make these sub-group GUID, insert them into GNRS with their respective members and then forward packets with these sub-group GUID’s as the destination GUIDs. So the routers receiving them would make out after a GNRS lookup, that to whom should they forward that packet.The problem of the approach is as follows:
Formation of sub-groups for every split in the path seems unnecessary because GUID's have to be generated and stored and are associated with a particular group/subgroup and act as the public key.. Also since its not very convenient to make GUId's heirarchial as explained because GUID's were by default designed to be flat. Sub-group GUID idea was initially formed to prevent multiple copies of packet being sent to a destination from different routers but it doesnt seem worth the resources to create and maintain them.Since number of groups itself will be very large creating sub-groups for every split in the path will create a very large number of sub-groups to create and maintain at global-GNRS.

Concept of bloom filters:
    We have created the three level heirarchy of global-gnrs, local gnrs for every AS and A-Nodes inside the AS. However although this limits the number of A-Nodes in an AS , the number of AS's themselves are  large. So if a sender has to send to members who are distributed over a large number of AS's then it again causes a scalability problem since atleast one gateway router of these networks must get a copy of the packet . And since there are a large number of networks we cant put the address of every gateway router as the destination , nor will  it be good to do a GNRS lookup of all these routers since there may be tens of thousands of networks.

   To introduce some type of compression we can introduce the concept of bloom filters that are a probabilistic data structure that can be used to store information in a compact way. This would be used to create an array at the sender end where the sender would insert the information about which all gateway routers should resolve the packet.The subsequent routers that receive the packet will read the information from this array and decide to whom to forward the packet and whom not to. There may be false positives but never false negatives. That means if a router is supposed to receive a packet it will definitely be sent to but sometimes even routers who are not supposed to recive the packet may receive it.

Protocol Design:Scalable multicast using A-node concept and bloom filters:
We consider two main cases : Case 1:When sender and receiver are in the same domain & 





      Case 2: When sender and receiver are in different domains.

The main concept will remain the same but intradomain will be comparatively simpler since we can  control the size of an A-Node , I.e the number of nodes in an A-node area , hence scalability will not be a major issue.  Whereas in the interdomain routing the delivery of packets to the gateway router of every destination network is to be done in a scalable fashion. Once that is accomplished we the delivery to destination nodes is done in the same way as will be explained in the intradomain case.

Case 1 : Intradomain Routing: {Note : Group formation and maintainance will be discussed later. At this time we assume that local GNRS has a list of all destination A-Nodes for a group and A-node has list of individual nodes in its area that are members of the group.}

1. The sender sends the multicast packet to its A-node that does a global GNRS lookup to find the destination networks.

2. The global GNRS returns the same network identifier of the network in which the A-node resides, hence indicating that it is a case of intradomain routing , I.e all the receivers are in the same network as the sender.

3. Now the A-node does a local GNRS lookup to find out the destination A-nodes for that packet.

4. It is assumed that the number of destinations for a group in a network  is of the order of thousands, so by splitting a network into A-node every A-node will have a managable number of destinations for which it can do a lookup for the first packet. 

5. This will be done by every router on the path to the destination which will make an entry for the forward links for every group , so that when it recieves a next packet for the group it can forward on the same links.

6. GroupID Sender PreviousHop NextHopLinks

    123      xx456    678               9 10 11 

7. For more details of group membership and routing to individual nodes refer “GROUP MANAGEMENT”

Case 2: Interdomain routing:

1. The basic for interdomain routing is similar to intradomain routing.

2. The sender sends the packet to the A-node as in previous case which does a global GNRS lookup to find the destination networks.

3. When  it gets the list of destination networks it is known that it is a case of interdomain routing. In case there are some destinations in the same domain the steps above are followed to send it to them.

4. For interdomain routing the A-node router sends the packet to the gateway router of the network. The gateway router does a lookup again an gets the entire list of destination networks. Every gateway router is expected to have a map of all other gateway routers of every network, with atleast the next hop information for every such router. 

5. Now the gateway router encapsulates the packet in a bigger packet which contains the information of the list of routers that need the packet , and forwards it to the next hop. Every gateway router that gets the packet has to extract information about the next hop gateway routers that have to get the packet by reading from the bloom filter array and getting the positives. This will take some time and resources but this needs to be done for the first packet for the group and second packet onwards the router maintians a table for the links on which the packet has to be forwarded as done in the intra-domain routing.

6. A router receiving a packet will check for every enttry in its forwarding table and for every destination that it can reach it will check the bloom filter array for it.
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Eg . Consider Figure given above.(black lines are connections, red ( path of packet)
1. The sender is in AS-1.

2. The gateway router at this AS does global GNRS lookup to find AS 2 ,4,6,7,8, as the 5 destinations.

3. It sends a copy to AS-2 gateawy router.

4. Then it creates a bloom filter array with AS-4,6,7,8 listed in it and forwards to AS-3.

5. AS-3 reads the bloom filter and finds 4,6,7,8 as the destination. So it sends a copy of

packet to AS-4 and then from the original it removes the array, and inserts a new one with 6,7,8, as the destinations.Since AS-5 is common next hop it forwards to 5.  

6. AS-5 does the same procedure and the packet reaches the required destinations.

7. It can be seen that destinations do not receive multiple copies of packet from different paths though there are multiple routes to the destinations.

Note: Bloom filters may give false positives that may result in non-destinations gateways getting the packet, which do a local GNRS lookup and find that no A-node has subscribed to this group and  hence can discard the packet. Alternately every gateway router can maitain a list of groups that have members in that network, so whenever an unwanted packet arrives it can discard it without a local GNRS lookup.

GROUP MANAGEMENT:
1. We will introduce a new service similar to the GNRS but at the A-node level.

2. This servers that give this service will be providing service inside a particular A-node only.

3. Group advertisements would preferable be made by advertising out of the network , like a website that gives list of group guid and the description of the group.

4. A node wishing to be a member of the group sends a request to the A-node server.

5. The A-node server will maintain lists for every group that has members in its area.

6. Since the area covered by an A-node is limited in number of nodes the number of groups too will be limited.

7. We will implement an idea similar to the one described in the previous document but instead of sub-group GUID's we will keep heirarchial identifiers that will identify sub-groups. 

8. The main problem with the previous idea was allocation of group GUID's , but here we assign local identifiers that will also be used by routers to keep track of members.

9. The initial group advertising is done out of band which is seend by the node that wants to be the member. This node sends a request to the A-node server.

10. This A-node server will add its own GUID to list of members of that group in the local GNRS table or create a new entry if there is no such list. So basically every AS will have a local GNRS whose table for multicast groups will look like 

	Group GUID
	MEMBERs (their GUID's)

	xxx123
	A-node 1, Anode-2 Anode 5 ...


11. If there was already an entry for the group then the A-node just adds itself to the  list, else if there was no entry for that group it creates the entry and notifies one of the gateway routers , which will then enter the name of that network into the global GNRS that will look like

	Group Guid
	Member networks

	xxx123
	AS-4, AS-6, AS-7, AS-8


12. Now the A-node is a member of the group. So it will receive any future packet destined for that group.

13. Now it creates an entry in its own local server with group ID and node GUID.

14. Now when a packet for the group comes it comes to the A-node because the gateway router has found its entry in the local GNRS for that group.

15. Now the Anode has to deliver it to the final destination nodes which it does by using sub-group identifiers as explained in the example.
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In the above example there are two Anodes 1 and 2 , each with its own servers

 Consider A-node1. It refers its server and finds D2, D3 and D4 as destinations. Since all have next common hop it forwards it to R1. Lets assume that though R2-R3 are connected the link cost is high and its preferable to send separately to R2 and R3. 

So R1 makes entries xxx123.1-D2 and xxx123.2- D3,D4 in the server and makes two copies of the packet, and inserts these subgroup identifiers into the packets and forwards them to R2  and R3 respectively. It keeps a copy of this  information for itself like 

	Group GUID
	Subgroup Identification
	Next Hop
	Previous Hop
	Sender GUID

	xxx123
	xxx123.1
	R2
	Anode1
	123456

	xxx123
	Xxx123.2
	R3
	Anode1
	123456


When R2 gets the packet it looks up  into server and gets its destination as D2.

It sends to D2 and keeps a record in its table.

R3 gets the packet , sends to D3 and makes an insert to the server xxx123.2.1 -D4 and forwards to R4 and again keeps a record of both the forwards.

Note that the Previous Hop and Sender GUID columns in the database are kept to separate flows if more than one sender exists for the group.

{It is assumed that number of senders to most  group are limited, hence it would be feasible to keep these entries in the router memory. }

                       Another point that should be mentioned is that sub-group identifiers need not be unique to a network , they are local to the A-node. Hence in the above figure both AS1 and AS2 can  form the same sub-groups xxx123.1 and xxx123.2 since they are used locally and dont interfere with each other .

New subscriptions:

Every subgroup inserted  at the server automatically creates 3 more identifiers for that subgroup: new, delete and moved.

When a new node requests membership the Anode authenticates it and adds it to the new identifier of the group. Every router after a certain timeout checks for new entries to their respective subgroups and if any present resolves their address and adds their GUID to the next hop subgroup,  removes the entry in the new list.This happens  till every router has updated its table with the new member. Same procedure for unsubscription.

Mobile Nodes:

When a last hop router tries to deliver a packet to the destination and finds it isnt connectted it has to make a decision. Last hop routers can keep a track of the nodes behaviour to see if they move away and connect back frequently or stay away for long periods of time. If there are frequent connection-disconnections then the last hop router stores the packet and delivers it when connection is established. In case of long term disconnection it can keep a timeout after which it inserts the GUID of the node into the moved list f that group in the server. This is  propagated through to every router when it periodically checks the new, delete and moved list of its own subgroup. GUID's in the moved list are ignored and after a timeout treated as unsubscribed and removed. Meanwhile the A-node does a re-lookup of the GUID of the moved node and if its in the same A-node area at a diferent point it can be located and packets can be routed to it.

  The concept of having an  A-node for a limited number of nodes gives the advantage of scalability as well as providing a layer of abstraction to the local and global gnrs who dont have to store individual network address or GUID of every member , but just A-node identifier and network identifier respectively. It also keeps the maintainance of group membershiips at the local level for a limited number of nodes and the A-node can keep elaborate information about group members, and keep different flows for different senders and also handle new members and delete unsubscribing members.  However we have a problem when a node moves its original A-node and moves to another A-node for a considerably long period of time. This will require authentiction and subscription procedure to be carried out again. For this it might be possible to consider a technique similar to mobile handoff from one BS to another. In our case we can have A-node query the server of other A-nodes in  the same  network and hand over the information of group membership of that particular GUID so that when the node moves to a new A-node area and stays for long,(how “long” will be decided by a timeout ) it will automatically be included to its groups of which it was a member, based on information from its “home ” A-node server. The procedure can be initiated either by the “home” A-node when it finds that one of its nodes has moved away for long, or it can be initialised by the new A-node when it finds a new node has entered its area.

An alternative to sub-group identifiers:

It might be worthwhile to consider an alternative to the concept of sub-group identifiers since they might fill up limited memory available at router, which might happen if: 

1) we have too many nodes in a particular A-node

2) nodes in an A-node subscribe to many groups

Also for every subgroup we create 3 default idetifiers new, delete and moved. This might take up considerable memory but we can manage it by dynamically creating on requirement and deleting when there are no elements.

The alternative method might be just to keep the forward link for every group GUID , and keep on forwarding. This will result in  many nodes getting multiple copies from different paths, which can be resolved as :

  When a destination gets the second copy  it sends a request message to the previous hop router to remove it from the forwarding table. So second packet onwards that router wont send a copy on that particular link . Similary every router must check received packets for sender GUID, group GUID and verify what was the previous hop. If  the first two parameters are the same and the previous hop is different it means the router is receiving a copy of a received packet which it must discard and inform the previous hop to stop sending it.

  However to manage subscriptions and mobility becomes difficult without sub-group identifiers. It can be done by the new joining or leaving node sending a message to the Annode server and the A-node then sending a downstream message to all concerned routers to modify their forwarding table.
Improvements to be done:

 Authentication method not yet outlined. We can use algorithm like RSA for public key for authentication.
Bloom filters need to be studied in more detail to understand how to use it.

Protocol might be improved to include multiple senders . currently it works, because any packet sent by anyone to the group will be sent to the A-nodes and then to the destination. However if both sender and destination are in the same A-node sending to A-node then back to destination may not be the optimal path. It might be better to directly send from sender to destinations
The solution to the problem when a node moves out of it’s A-node we must have a well defined mechanism to either to do the join procedure or do the “handoff ” like transfer by facilitating  interaction between servers of different A-nodes. We also might have a case where the node may move out of the domain itself , in that case we might have to find a way to identify the node in the other network.
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