2.2 Design principles: Beyond design goals, our architectural realization is informed by the following design principles which are more subjective in nature, but are also important considerations:

1. Visibility and choice (P1): Networks and end-users should have visibility and choice in determining what resources are available and how they are used. 

2. Usability (P2): The architecture should be easy to use for end-users, operators and app developers,

suggesting plug-and-play interfaces and socket APIs that simplify app development. 

3. Manageability (P3): Networks should be easy to manage. This principle suggests a well-instrumented management plane that provides necessary aggregate views to operators. 

4. Simplicity (P4): As a general principle, the design should favor simple methods that do not involve

significant control complexity or maintain per-flow or per-packet state in the network. 

5. Regulability (P5): The architecture should confirm to specifiable public policies and laws.

6. Commercializability (P6): The architecture must be economically viable.

7. Technology-awareness (P7):
The architecture
should
be cognizant of foreseeable technology trends.

2.3.4 Management plane: The proposed architecture includes the possibility of a separate control and management plane that can be used to provide visibility and manageability across the network (design principles P1,P2,P3). For wireless access networks, there are several advantages to be realized by separating the management/control and data planes including: (i) expanded geographic reach for management and control messages allowing for more efficient MAC and handoff protocols [52], and inter-BS coordination; (ii) dedicated signaling channel(s) that are always available for control, even when the characteristics and availability of data channel(s) may vary due to interference. Additional advantages for both wired and wireless scenarios are (iii) hardened signaling channels more trustworthy than data channels via over-provisioning, stronger encryption, and authentication, and (iv) avoiding performance- related control-plane problems resulting from poor data plane performance [53, 54]. Along these lines, the 4D project has also argued the importance of separating the “decision logic” from the “protocols that govern the interactions among network elements” [55].

Client-assisted management: One of the challenges in designing an effective management strategy is to provide an appropriate level of visibility. In the current Internet architecture, events are often “invisible” since there is no infrastructure to measure or observe them. At the wireless edge, the problem is further exacerbated because many performance characteristics have location-specific properties — what is observable at a specific location is not necessarily observable from even a nearby location. Without access to such observations, effective management of the wireless and mobile edge is particularly difficult [56]. To address these limitations, we propose the notion of client-assisted management, where some form of client participation or assistance, in addition to infrastructural support, can be provided.

Signaling support in core networks: We further propose that the management plane of the proposed network architecture offer the following two basic functionalities: signaling support for resource queries and allocation; and mechanism for routers to provide feedback on network conditions. For example, the management plane could directly expose the current network status to the extent satisfying privacy concerns to influence route selection, especially for multi-path routing based on diverse performance metrics to reroute around performance disruptions. We plan to extend the design guidelines proposed by Sollins [57] in designing support for network management. These include a signaling protocol that allows end-hosts and networks to dynamically query or request resources, and a feedback mechanism to allow network elements to provide feedback on network conditions.

3.1.4 Manageability: An important architectural issue for the project is the design and implementation of the separate control and management plane. Research issues to be addressed include: (i) acquiring control privileges in a deny-by-default control plane, (ii) quantifying the efficiency and performance of a separate control plane using stochastic models, [52] and (iii) using network virtualization to support a logically distinct management plane on the same network substrate as the data plane. These questions can be studied through a combination of simulation and controlled experiments using available testbeds like ORBIT or GENI WiMAX. There are also additional research tasks associated with the idea of client- assisted management, including (iv) trust management between clients and the control plane; (v) specification of the client management API; (vi) data normalization between heterogeneous clients; and (vii) task partitioning between clients and aggregation of collected data. The methodology adopted will include experiments on operational networks such as the WiMAX/WiFi mesh deployed in Madison, WI (one of the partner sites in the project).

Another research task in this area is that of designing the signaling support for resource specification and performance feedback. In particular we study how to develop overlay services using such support to achieve (viii) iPlane-like monitoring, (ix) Support for distributed query and information dissemination, (x) Access control for privacy assurance. Given the special challenges introduced by mobility for traffic management, we investigate how to troubleshoot performance disruption due to changes in the network environment. In terms of evaluation methodology, we plan to integrate with the client-side management support to investigate how core network management functionality can complement and enhance the visibility from end-hosts. We will also develop prototypes to demonstrate how well-known management tasks on today’s Internet, e.g., DDoS traffic mitigation can be improved using the proposed support.
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